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Background and Objectives: With the rapid expansion of urbanization, the need for 
automatic updating of change maps has become increasingly important. Accurate and up-to-
date spatial information is essential for monitoring construction activities and tracking the 
development of urban areas. Traditional approaches to change detection are mostly limited 
to two-dimensional analysis and often lack sensitivity to vertical changes. This shortcoming 
fails to identify multi-story constructions, thereby limiting the completeness of monitoring 
outcomes. Recent advances in remote sensing and deep learning have enabled three-
dimensional urban change detection, providing superior results compared to classical 
methods. This study aims to improve the performance of 3D urban change detection by 
introducing a deep learning approach that integrates multi-source data. The primary objective 
is to automatically identify and distinguish four types of building-related changes—new 
construction, complete demolition, height increase, and height decrease—alongside 
unchanged areas, to generate a comprehensive 3D change map. 
Methods: The dataset employed in this research consists of high-resolution RGB aerial 
imagery and corresponding Digital Surface Model (DSM) data acquired from two different 
periods over Valladolid, Spain. The input data were prepared by stacking RGB images and 
DSMs from both epochs into an eight-band input, allowing the network to jointly analyze 
spectral and elevation information. The dataset was divided into training (90%) and testing 
(10%) subsets. To increase variability in the training data and reduce overfitting, 
augmentation techniques such as horizontal and vertical flipping, random rotation, and 
Gaussian blurring were applied. The proposed model architecture combines a ResNet-34 
backbone for feature extraction with a UNet++ decoder for pixel-level change reconstruction. 
Model parameters were updated using the Adam optimizer. In the first stage, the deep 
network was trained in a binary setting (change/no-change) and evaluated against classical 
approaches, including Random Forest, image differencing/ratioing, and a PCA–K-Means 
hybrid method. In the second stage, the network was retrained for five-class classification, 
including the four change categories and the unchanged class, using a loss function optimized 
directly for the Intersection-over-Union (IoU) metric. Model performance was assessed using 
Accuracy, Recall, Precision, and F1-score. 
Findings: In the binary classification stage, after 50 epochs of training, the network 
successfully identified most real changes while maintaining a low false alarm rate. Evaluation 
metrics confirmed this performance, with Recall and Accuracy both reaching 98.5% and an 
F1-score of 0.92, considerably outperforming the classical methods. Unlike traditional 
approaches, the deep learning model was able to detect almost all small-scale constructions 
and demolitions. In the five-class stage, the model effectively identified and classified change 
types, achieving a Recall of 96.32%, an Accuracy of 96%, and an F1-score of 0.95. All newly 
constructed and fully demolished buildings were correctly labeled in the output maps, and a 
large proportion of unchanged areas received no misclassification. 
Conclusion: The findings demonstrate that combining elevation data with 2D imagery and 
leveraging deep learning architectures significantly mitigates the limitations of traditional 
change detection approaches and enhances accuracy. The developed model is capable of 
detecting not only the location but also the type of change. This approach has strong potential 
applications in monitoring unauthorized constructions, updating spatial databases, and 
assessing urban development. However, its effectiveness relies on the availability of accurate 
DSM data, which may not be consistently accessible for all urban areas. Additionally, the 

J. RS. GEOINF. RES. 3(2): 363-378, Summer & Autumn 2025 

 

Journal of Remote Sensing and Geoinformation Research 
(JRSGR) 

Homepage: jrsgr.sru.ac.ir  

mailto:hasanlou@ut.ac.ir


 A. Ebrahimi M. Hasanlou ,                                                                                        (  364)                                                                                                       مهدی حسنلو، علیرضا ابراهیمی

training of deep networks requires  extensive labeled datasets and considerable 
computational resources, which could limit their applicability in operational contexts. 
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های تغییرات بیش از پیش اهمیت  نقشعهخودکار  امروزه با توسععه شعهر نشعینی، رعرورت به روزرسعانی   اهداف:پیشیینه و 

اطلاعات دقیق از    نیازمندهای مکانی، نظارت بر سعاخت و سعاز و پایش مناطق توسععه یافته  یافته اسعت  به روزرسعانی نقشعه

های سعنتی پایش الب  به تلبی  دو بعدی تغییرات  از آنجا که روش  باشعد های جدید تغییرات میبافت شعهری و نقشعه

و حسعاسعیت کافی در تبت تغییرات بعد سعوا یا ارت اا را ندارند،  ذا ایح ملدودیت موج  عدا تشعسیخ سعاخت    پرداخته

  ازدور سنجشدر  با پیشرفت  نقخ اطلاعات در پایش را به همراه خواهد داشت  ،نتیجه آن ای شده که درهای طبقهو ساز

شعده اسعت که تاکنون نتایب برتری    امکان پذیربعدی شعهری  تغییرات سعه  آشعکارسعازی های نویح یادگیری عمیق،روش و

بعدی  تغییرات سععهآشععکارسععازی  اند  ایح پژوهش با هدف بهبود عمبکرد در های کلاسععیا ارا ه دادهرا نسععبت به روش

دهعد تعا انواا تغییرات  هعایی بعا منعابخ مستبر ارا عه میشعععهری، رویکردی بر مبنعای یعادگیری عمیق بعا اسعععت عاده از داده

د  هدف اصعبی ت کیا ههار نوا تغییر سعاختمانی از جمبه سعاخت  مایسعاختمانی به طور خودکار شعناسعایی و ت کیا ن 

تا نقشعه جامعی از تغییرات سعه    باشعدمیو کاهش ارت اا در کنار نواحی بدون تغییر   جدید، تسری  کام ، افزایش ارت اا

  ارا ه گرددبعدی شهری  

با ورععوح مکانی باب به همراه    (RGB)هوایی رنگی    تصععاویرمجموعه داده مورد اسععت اده در ایح پژوهش شععام     :هاروش

داده    باشعداسعاانیا می  دی زمانی مستبر از ملدوده شعهری وابدو یمربوط به دو بازه (DSM) سعح رقومی  های مدل داده

بانده با    هشعتورودی شعام  تصعاویر رنگی قب  و بعد از تغییر به همراه مدل ارت اعی متنا ر آن به صعورت یا ورودی 

جهت ورود به فرآیند آموزش   و  تا شعبکه به طور همزمان اطلاعات طی ی و ارت اعی را مشعاهده کندیکدیگر ترکی  شعده  

های  جهت افزایش تنوا داده  شوند بندی میبه دو دسته آموزش و آزمایش تقسیم  درصد10به   90ها به نسبت داده، مدل

و تعاری    سعععازی افقی و عمودی، هرخش تصعععادفیهعایی هون وارونروشآموزش و جبوگیری از برازش بیش از حعد از  

به عنوان بسش ویژگی یاب و از  ResNet-34   ی عمیقگاوسعی بهره گرفته شعده اسعت  معماری مدل متشعک  از یا شعبکه

روزرسععانی پارامترهای مدل از  همچنیح برای به   باشععدمیجهت بازسععازی پیکسعع  به پیکسعع  تغییرات   ++UNetشععبکه  

در مرحبه نسست مدل شبکه عمیق به صورت دودویی )تغییر/عدا تغییر( آموزش    بهره گرفته شده است   Adam  ا گوریتم

داده شعده و عمبکرد آن در مقایسعه با روش کلاسعیا جنگ  تصعادفی، ت ارع  یا نسعبت گیری و روش ترکیبی تلبی  

های پنب کلاسعه شعام   شعبکه با برهسع  پس از آن  شعودمیمقایسعه   K-Meansو خوشعه بندی    (PCA)های اصعبی  مو  ه

ساز  عدا تغییر مجددا آموزش داده و جهت بهبود فرآیند یادگیری از یا تابخ هزینهبرهس   ههار نوا تغییر گ ته شده و 

  نظیر   از معیارهاییها  عمبکرد مدل  مقایسععهجهت  اسععت اده شععده اسععت     (IoU)ر  سععازی مسععتقیم معیابر مبنای بهینه

Accuracy  ،Recall  ،F1-score   وPrecision  است اده شده است  

اپا آموزش الب  تغییرات واقعی را شناسایی کرده و در عیح حال نرخ   50ایح شبکه پس از    در مرحبه نسست  ها:یافته

و   %5 98و  %5 98با مقادیر   F1-scoreو   Recall  ،Accuracy  هشعدار لب  را پاییح نگه داشعته اسعت که معیارهای ارزیابی

مدل  در همچنیح      های کلاسععیا بودهایح ارقاا به طور ملسععوسععی بهتر از روشو  کنندایح نتایب را تأکید می 92 0

داده های کوها تشعسیخ  تقریبا تمامی موارد سعاخت و سعاز یا تسری  در مقیا ها  بر خلاف دیگر روشیادگیری عمیق  

،  Recall  و معیارهای  انداسعت  در مرحبه پنب کلاسعه، تغییرات به خوبی توسع  مدل شعناسعایی و طبقه بندی شعدهشعده  
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Accuracy    وF1-score    هعای جعدیعد احعداه شعععده و تمعامی سعععازهبعاشعععد   می  95 0و    %96و    %32 96بعه ترتیع  برابر بعا

بسش وسعیعی از  و های کاملا تسری  شعده در نقشعه خروجی مدل با برهسع  درسعت تشعسیخ داده شعده اند  سعاختمان

    اندمناطق بدون تغییر هیچ برهس  اشتباهی دریافت نکرده

های  های ارت اعی با تصعععاویر دو بعدی و به کارگیری مدلآن اسعععت که ترکی  داده  دهندهنشعععاننتعایب    گیری:نتیجه

های روش سععنتی تشععسیخ تغییرات را برطرف کرده و افزایش دقت را به  یادگیری عمیق به طرز هشععمگیری کاسععتی

بزا به  ایح مدل توسععه یافته قادر اسعت که نه تنها مکان تغییر ببکه نوا تغییر را شعناسعایی کند  همراه خواهد داشعت   

های داده مکانی و ز رسعانی پایگاهوجهت پایش سعاخت و سعازهای لیر مجاز، به ر  توانایح شعیوه نویح می  از  ذکر اسعت که

که    باشعددقیق میهای ارت اعی  ارزیابی تغییرات شعهری اسعت اده شعود  مهمتریح ملدودیت ایح پژوهش وابسعتگی به داده

های برهسعع  دار  های عمیق نیازمند دادهباشععد  به علاوه آموزش مدلتهیه منظم آن در تمامی شععهرها امکان پذیر نمی

 باشد که ممکح است در کاربردهای عمبی ملدودیت ایجاد کند گسترده و توان پردازشی باب می

 
 مهمقدّ

تغییرات در مناطق شهری یکی از نیازهای اساسی  آشکارسازی  امروزه  

شهری   زمینه  باشدمی مدیریت  در  بر  که  نظارت  مانند  هایی 

بهساخت  نقشه وسازها،  و  روزرسانی  خسارات  ارزیابی  تصمیمات  ها، 

دارد     نقشی  مدیریتی بهحیاتی  که  آنجا  شهری  از  تغییرات  روزرسانی 

زمان  تغییرات  فرایندی  تشسیخ  خودکارسازی  است،  پرهزینه  و  بر 

ریزی شهری و مدیریت کاربری زمیح  ساختمانی نقش مهمی در برنامه 

فرآیند  .دارد ایح  ساخت   هدف  تسری   شناسایی  جدید،  وسازهای 

سازه  در  دیگر  تغییرات  یا  ها  مقایسه  ساختمان  طریق  از  شهری  های 

و قرار    بابی شهرنشینی  باتوجه به رشد   [1]  باشدمی تصاویر هندزمانه  

پهنه  در  کشورها  از  بسیاری  حواده  داشتح  سایر  یا  خیز  ز ز ه  های 

های اطلاعات مکانی  در سامانه نی  ، اهمیت پایش تغییرات ساختماطبیعی

  های اساسی مدیریت به یکی از دلدله   سنجش از دورمبتنی بر  و نظارت  

است ایح میان، بهره شهری تبدی  شده  و    در  از تصاویر هوایی  گیری 

تماهواره  با  باب  وانای  مکانی  دقیق  ،ت کیا  تلبی   جز یات  امکان  تر 

ایح   کرده است که  بعدی را فراهمهمچون تغییرات سه  تغییرات شهری

   [2]  شودمی منجر    به افزایش دقت و کارایی نظارت خودکارموروا  

گیری دو  نظیر ت ار  یا نسبت  ،تغییراتآشکارسازی  های سنتی  روش 

کرده  معموبً  تصویر شناسایی  را  بعدی  دو  در    تغییرات    تشسیخو 

ملدودیت با  ارت اعی  و  حجمی  مواجه تغییرات  جدی  در     [3]  اندهای 

ی دوبعدی کافی  پایش توسعه شهری، صرف تشسیخ یا تغییر در نقشه

نیست و باید مشسخ شود که آیا ساختمانی جدید احداه شده است یا  

یا ساختمان موجود افزایش ارت اا داشته یا تسری  شده است؛ هنیح  

به دوبعدی  صرفاً  رویکردهای  با  نمیاطلاعاتی  آنجاکه  دست  از  آید  

ها عمدتاً ملدود به تغییرات دو بعدی های تغییر حاص  از ایح روشنقشه

تغییرات مورد  در  اطلاعاتی  و  سازه   هستند  نمی ارت اعی  ارا ه  دهند  ها 

های حجمی یا توپوگرافی )مانند پایش توسعه عمودی  بنابرایح در تلبی 

ساختمان ارت اا  تغییرات  برآورد  و  شهرها،  آوار  حجم  بررسی  یا  ها 

    [4]  باشدبرداری( مورد است اده نمی خاک 

های ارت اعی در  گیری همزمان از داده ها، بهره برای رفخ ایح ملدودیت 

رقومی  پیشنهاد شده است  ترکی  مدل    اطلاعات دوبعدی مکانیکنار  

 تواند دید  با تصاویر رنگی می  (DSM) رقومی سح یا مدل   (DEM) ارت اا

 
  به  [5]  فراهم کند  بعدیسه  بعدی بزا را جهت تشسیخ تغییراتسه

ها را از سح   توان عوارری نظیر ساختمان می  بعدیاطلاعات سهکما  

نمود  ادلاا تصاویر هوایی    شناساییزمیح ت کیا کرده و تغییرات قا م را  

داده  به  با  ارت اعی  ساختمان هشم  طرزهای  شناسایی  دقت  های  گیری 

افزایش    همچون کاهش یا افزایش ارت اا را  ایجدید و سایر تغییرات سازه 

های طی ی و اطلاعات ارت اعی ایح  ترتی ، تب یق داده   بدیح داده است

  ، کند که نه تنها وقوا تغییر در یا مکان مشسخامکان را ایجاد می 

بعدی تغییر نیز )از نظر افزایش یا کاهش ارت اا  شناسایی ببکه ماهیت سه 

های دوبعدی    ایح رویکرد نسبت به روش [6]  ساختمان( مشسخ گردد

دهد و قاببیت  از تلوبت شهری ارا ه می   با اطلاعات بیشتررایب، تصویری  

   [7]  دبسشاطمینان و دقت نتایب را بهبود می

بهره  در  پیشرفت  با  دادههمزمان  از  هندمنبعی،  هور  برداری  های 

های مکانی و  های یادگیری عمیق تلول شگرفی در حوزه تلبی روش 

به سنجش استازدور  آورده  سال    [8]  وجود  رویکردهای  در  اخیر،  های 

شبکه بر  بهمبتنی  عمیق،  عصبی  شبکه های  عصبی  ویژه   شیپیچهای 

(CNN)  ،های تشسیخ تغییرات به خود اختصاص  جایگاه اصبی را در روش

،  های تصویری ها با یادگیری ا گوهای پیچیده از داده ایح شبکه   داده است

تغییرات را به    آشکارسازی  و دقت   های مهم تصویر را پیدا کردهویژگی

به     [9]  اندهای سنتی افزایش داده میزان قاب  توجهی نسبت به روش 

نمونه به عنوان  مدل ،  قحعهکارگیری  مانند های  تصاویر   UNet بندی  در 

های عمیق قادر به شناسایی  هوایی هندزمانه نشان داده است که شبکه 

ها هستند و عمبکردی به مرات   دقیق نواحی تغییر یافته در ساختمان

  گذاری یا مقایسه تصاویر دارند مبتنی بر آستانه سنتیهای بهتر از روش 

 هایمیلادی به دنبال پیشرفت معماری   2010اواس  دهه    از   [10،11]

CNN    باب، پژوهش و در دستر  بودن داده های  های با وروح مکانی 

سنجش زمینه  در  شده  بسیاری  انجاا  عمیق  یادگیری  بر  مبتنی  ازدور 

  و دقت بابیی است که امکان تلبی  خودکار تصاویر شهری را با جز یات  

، اکنون ابزارهای نوینی  هاپیشرفت در نتیجه ایح     [8،9]  اندفراهم کرده 

توانند تغییرات را  در اختیار ملققان و مدیران شهری قرار گرفته که می 

شناسایی    و در بعد سوا )ارت اا(تر ببکه با دقت مکانی بابتر  تنها سریخ نه

  [12]  کنند
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همکاران و  ناا    [13]  ونگ  به  جدید  معماری    برای  FRCD-Net یا 

سنجش  آشکارسازی تصاویر  در  می تغییرات  معرفی  هدف  ازدور  کند  

در   دقت  بهبود  پژوهش،  ایح  مؤتر  آشکارسازی  اصبی  تب یق  طریق  از 

از  ویژگی شبکه،  ایح  طراحی  در  است   مکانی  جز یات  تقویت  و  ها 

سح  باب و پاییح است اده  با  های  هایی برای بازنمایی بهتر ویژگی رویه

نتایب تجربی بر   .شده تا اطلاعات متنی و فضایی به خوبی ترکی  شوند

داده مجموعه  هندیح  می  ،روی  کهنشان  با   FRCD دهد  مقایسه  در 

روش مدل  دیگر  و  پایه  در  های  بهتری  عمبکرد  عمیق،  یادگیری  های 

ویژه در دهد  ایح پیشرفت بهت کیا نواحی تغییر کرده از تابت ارا ه می

مشکینی     تغییرات  ریر و مناطق با نویز زیاد مشهود استآشکارسازی  

ی  اند که توانایپیشنهاد داده    3D CNNمد ی مبتنی بر    [14]  و همکاران

ای با وروح باب  مکانی را از تصاویر ماهواره -های زمانیاستسراج ویژگی 

شده به عنوان  آموخته از پیش  2D CNN ی  دارد  ایح مدل از یا شبکه 

با ساختار سه استسراج  است اده کرده و آن را  پایه  بعدی  کننده ویژگی 

تا تغییرات در طول زمان بهتب یق می تری شناسایی  صورت دقیقکند 

های زمانی از  ویژگی  و  2D CNNهای مکانی از  ترکی  بیح ویژگی   شود

ساختار   مدل   بعدیسهطریق  عمبکرد  در  توجهی  قاب   بهبود  موج  

    شود، میهایی که شام  تغییرات تدریجی هستندویژه در داده به

ی  صورت گرفته است از یا شبکه  [10]  در پژوهشی که توس  هوآنگ

برای   MANet و  EfficientNet های با ترکی  معماری (Siamese) دوقبو

تآشکارسازی   با  تصاویر  در  متوس     وانساختمانی  مکانی  ت کیا 

باعث کاهش بار   EfficientNet گیری شده است  است اده از معماریبهره 

  پردازش بهتر به   MANet ملاسباتی و افزایش بازدهی شده و در کنار آن،

ایح مدل با پردازش ج ت تصاویر قب    .کندنواحی مهم تصویر کما می

ت اوت تغییرات،  از  بعد  کما  و  با  و  کرده  شناسایی  را  ساختاری  های 

مشسخ  قاب   های  مکانیزا  باب  دقت  با  را  یافته  تغییر  نواحی  توجه، 

آزمایش می نتایب  نشان کند   مقاب   دهندهها  در  روش  ایح  برتری  ی 

مدل  از  زمینهبسیاری  در  مشابه  ساختمانی  های  تغییرات  تشسیخ  ی 

   است

ایح پژوهش رویکرد جدید برای    هدف ،  توریلات ذکرشدهبا توجه به  

بافت شهری  تغییرات سهآشکارسازی   از ترکی    باشدمی بعدی در  که 

با  داده  ارت اعی  و  تصویری  روشبهرههای  از  عمیق    گیری  یادگیری 

با وروح   RGBهای مورد است اده شام  تصاویر داده   است اده شده است

مدل   و  باب  ارت اامکانی  زمان    رقومی  دو  در  اساانیا  از شهر وابدو ید 

را فراهم   یبعدی شهرمت اوت است که امکان مقایسه دقیق ساختار سه 

به     [15،16]  آوردمی صرفاً  که  پیشیح  محا عات  از  بسیاری  خلاف  بر 

  کنند، روش پیشنهادی وجود یا عدا وجود تغییر بسنده میآشکارسازی  

دسته   ههار  به  را  جدید،  ساخت(  1)تغییرات  ارت اا  (  2)وساز  افزایش 

بندی  دسته   کاهش ارت اا ساختمان(  4)تسری  کام  و  (  3)ساختمان،  

 ها را در  طور ویژه تغییرات حجمی ساختمان به   بندیه عایح دست   کندمی

نسبت به    جامعیدید    ها،با ت کیا بیح انواا مستبر سازه   گرفته وبر  

ی  برای شناسایی ا گوهای پیچیده    [17]  دهدتلوبت شهری ارا ه می

عمیق  از  تغییر، یادگیری  هارهوب  که بیا  است  شده  گرفته  کار  ه 

تب یق    ++UNetبندی پیشرفته  را با شبکه قحعه   ResNet-34معماری  

به شبکه امکان یادگیری مؤتر     ResNet-34است اده از ساختار     کندمی

 ++UNetدهد و معماری  تغییرات را میآشکارسازی  های عمیق و  ویژگی

بازسازی    ، امکانگیری از مسیرهای هندمقیاسه و اتصابت پرشیبا بهره 

   [18،19]  کندرا فراهم میهای تغییر با ح ظ جز یات مکانی  دقیق نقشه

ایح شبکه با دریافت همزمان اطلاعات طی ی و ارت اعی، نقشه تغییرات  

ساختمانی را به صورت پیکسبی و در قا   ههار کلا  مذکور تو ید  

نتایب     تواند به بهبود مدیریت شهری کما شایانی نمایدمی   و  کندمی

ایح   از  نوا    ،پژوهش حاص   و  میزان  درباره  ارزشمندی  اطلاعات 

دهد که در گرفته در شهر ارا ه میهای صورت وسازها یا تسری ساخت 

توسعهبرنامه  سازهریزی  ایمنی  ارزیابی  شهری،  بلران  ی  مدیریت  و  ها 

دارد کاربرد  حواده(  از  بعد  خسارات  برآورد  ایح     )نظیر  نهایت،  در 

های یادگیری عمیق و تب یق  دهنده پتانسی  ا گوریتمدستاوردها نشان 

های هندبعدی در بهبود دقت و جز یات تلبی  تغییرات مکانی در  داده 

   [20]  های شهری استملی 

 

 روش تحقیق

های تصویری رنگی و  از ترکی  داده بندی با دقت بابجهت انجاا قحعه

ارت اامدل   است  رقومی  شده  داده   است اده  مجموعه  از  به    3DCDکه 

ایح مجموعه داده شام  تصاویر طی ی و همچنیح مدل   دست آمده است

پیکس  و    400×400با ابعاد    2017و    2010رقومی زمیح در دو تاریخ  

مکانی   ت کیا  می   5 0قدرت  آماده    [48]  دباش متر  سازی  بمنظور 

  ر یگ یکدبا    متنا رارت اعی    اطلاعاتابتدا تصاویر رنگی و    مجموعه داده،

و به صورت یا ورودی    ترکی  شده  برای دو زمان قب  و بعد با یکدیگر

باندهای قرمز، آبی،  به عبارتی برای هر زمان  ؛  اندکانا ه در آمده   هشت

یکدیگر قرار گرفته و در نهایت اطلاعات  به همراه بیه ارت اا روی    سبز

زمان قب  و بعد جهت ورود به مدل با یکدیگر ترکی  و به صورت یا 

در آمده  یکاارهه  می    اندداده  موج   ادلاا  شود که شبکه عصبی  ایح 

همزمان  به و  ویژگی   ازطور  بصری  بهتر  های  درک  برای  ارت اعی 

ها سازی داده برای آماده    [21]  ساختارهای موجود در تصویر است اده کند

تصاویر تمامی  مدل،  به  ورود  ابعاد  جهت  پیکس     512×512  به 

پذیری مدل و جبوگیری از  اند و جهت بهبود تعمیمشده   گیریبازنمونه 

هایی هون وارون سازی افقی و عمودی، هرخش  روش از  برازش،  بیش

که   های آموزشی است اده شده استتصادفی و تاری گاوسی بر روی داده 

تنوا مجموعه داده را افزایش داده و مدل را نسبت به تغییرات مستبر 

 کنندتر میها مقاوا در داده
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 منحقه مورد محا عه :1شک 

Fig. 1: Study area 
 

است و به    مقدار دهی شدهبه صورت تصادفی    شبکهی  های او یه وزن

منظور دستیابی به دقت بابتر و اطمینان از آموزش اختصاصی بر روی  

  های از پیش آموزش یافته است اده نشده است های پژوهش از مدل داده 

مدل،     [22،23] معماری  عنوان ResNet-34 ساختاردر    کدگذار   به 

(encoder)  و شبکه UNet++ بسش رمزگشا    ه عنوانب(decoder)   تعریر

 بردهد که از اتصابت میانایح معماری به شبکه امکان می   شده است

(skip connection)   برای ح ظ جز یات در سحوح مستبر است اده کند

بدون آنکه مشک  ملو شدن   (Residual Blocks) های باقیماندهو با ببوک 

برای تابخ هزینه، از     [24]  به عمق زیاد دست یابدوجود آید  گرادیان به 

معیار (Lovasz-softmax) تابخ تا  شد  مستقیم  به  IoU است اده  طور 

 های شبکه توس  ا گوریتمسازی وزن بهینه  همچنیح   سازی شودبهینه

Adam   برای یادگیری انجاا گرفت که به د ی  سازوکار تحبیقی خود 

برای ارزیابی    [25] ها در مسا   یادگیری عمیق کارایی بابیی داردنرخ 

و مشتقات آن شام    (Confusion Matrix) عمبکرد مدل از ماتریس ابهاا 

Accuracy، Recall و F1-score به توری  در ادامه    ه است کهاست اده شد

   هر یا از اجزای مذکور پرداخته شده است

 

 ResNet-34  و   ResNet    هایمعماری شبکه 
 ResNet یا Residual Networks شی  پیچهای عصبی  ای از شبکه خانواده

ببوک  م هوا  معرفی  با  که  هستند  عمیق  باقیماندهبسیار  تلول    ،های 

افزودن   ResNet اصبیی  ایده    اند همهمی در یادگیری عمیق ایجاد کرد

میان  بیه (Skip Connections) براتصابت  طوریهاست؛  بیح  که    به 

جهت ورود مجدد  تر  تر با خروجی هند بیه قب خروجی یا بیه عمیق

شود که شبکه در هنگاا  ایح سازوکار باعث می    شودجمخ می به مدل  

خحاپس  گرادیان   (Backpropagation) انتشار  ملوشدگی  مشک   با 

به     پذیر گرددهای بسیار عمیق امکان مواجه نشود و یادگیری در شبکه 

هر ببوک ت اوت بیح خروجی  در  کند تا  تلاش می ایح شبکه    عبارت دیگر

در  یا ببوک نتواند بهبود خاصی    در صورتیکه    یادگرفته شودو ورودی  

کند که خروجی  بر تضمیح میایجاد کند، اتصال میانفرآیند یادگیری  

تواند همان ورودی )بدون تغییر( باشد و از ایح رو  آن ببوک حداق  می 

 ResNet ایح راهبرد به   کاهش دقت مدل منجر نشوند  های بیشتر بهبیه

هایی با عمق بسیار زیاد )حتی صدها بیه( را با تا شبکه  دهدمیاجازه  

   [26]  موفقیت آموزش دهد
 

 
 ResNet-34معماری  :2شک  

Fig. 2: ResNet-34 architecture 
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 34دهد که یا شبکه  را نشان می  ResNet-34 معماری کبی  1   شک

ی نسبتاً عمیق  ایح معماری یا شبکه   است ResNet ای از خانوادهبیه

حدود   به   21با  خاطر  به  که  است  پارامتر  ساختار  میبیون  کارگیری 

های پیچیده را بدون مشک  ناشی از  باقیمانده، قدرت یادگیری ویژگی 

و    7×7با کرن     پیچشدر ایح معماری ابتدا یا بیه    افزایش عمق دارد 

برای کاهش ابعاد   Pooling ( به همراه یا بیه2فیبتر )با اندازه گاا  64

به  میتصویر  آن   رودکار  از  مرحبه   پس  ههار  وارد  متوا یشبکه   ی 

مرحبه   شودمی   Conv5_x تا Conv2_x هایببوک  هر  ببوک    ،در  هند 

بیه دو  شام   دارد  3×3شی  پیچی  باقیمانده  معماری در   وجود  ،  ایح 

ببوک است که مجموعاً    3و    6،  4،  3های هر مرحبه به ترتی   تعداد ببوک 

ی جدید،  با ورود به هر مرحبه    دهندرا تشکی  میپیچشی  ی  بیه  32

و    256،  128به    64از  به عنوان مثال  شود )تعداد فیبترها دو برابر می 

ها را نصر  ی ویژگی ( و او یح ببوک آن مرحبه با افزایش گاا اندازه 512

بر است که خروجی  هر ببوک باقیمانده دارای یا اتصال میان    کندمی

ورودی ببوک جمخ می   3×3ی  دو بیه با  اتصال     کندآن ببوک را  ایح 

شود  های منلنی در شک ( موج  می مستقیم )مشسخ شده با فبش

های قببی نیز باشد و در نتیجه  هر ببوک حاوی اطلاعات بیهخروجی  

های  تواند به بیهمی  ، بدون افت شدید،گرادیان خحا در جهت معکو 

برسد انتها    ابتدایی  بیه  در  یا  باقیمانده،  ببوک  آخریح  از  پس  نیز 

 Fully و یا بیه  (Global Average Pooling) گیری سراسریمیانگیح 

connected   می دستهقرار  نقش  که  می   یبندگیرد  ای ا  را    کند نهایی 

[27]   

 

 و نقش آن در مدل حارر  ResNet مزایای
هوی ResNet معماری  یادگیری  در  خود  توانایی  د ی    نگاشتت  به 

(Identity Mapping) یهای ارافکه بیه  سازد، ایح امکان را فراهم می  

در مدل    ببکه بهبود دهنده مدل نیز باشندبه مدل آسی  نزنند  نه تنها

بندی است اده  به عنوان بسش کدگذار شبکه قحعه  ResNet-34 حارر، از

مقیاسی و عمیق    های هنداستسراج ویژگی ResNet-34 نقش   شده است

  در  باشدمی  ت،اس  یو ارت اع طی ی اطلاعات  که شام   از تصویر ورودی

ویژگی شبکه  ایح  او یه  و  به  سحوح  بافت  مانند  جز ی  و  ملبی  های 

می بیهشناسایی  در  است که  حا ی  در  ایح  عمیقشوند  رواب   های  تر 

ا گوهای پیچیده  و  با     شوندتر در مقیا  بزرگتر استسراج می گسترده 

تلوی   ++UNet ایح کار، بردارهای ویژگی نهایی که به بسش رمزگشای

    باشنداز تصویر میی  کب  ا گوهای  دارای اطلاعات ملبی وشوند،  داده می 

در ایح پروژه امکان یادگیری    ++UNet   با معماری ResNet-34 ترکی 

   [18]  کرده است  تعمیم مدل را فراهممدل با دقت باب و  

 

 و ساختار آن  ++UNet شبکه
UNet++   شبکه برای  پیشرفته  ساختار  کدگذاریا  رمزگشا  -های 

قحعه بهمسصوص  نسبت  که  است  تصاویر  کلاسیا  UNet بندی 

می  ارا ه  رمزگشا  و  کدگذار  بیح  اتصابت  بسش  در     دهدبهبودهایی 

به   UNet معماری  کدگذار  بیه  هر  از  مستقیم  اتصابت  دارای  معمو ی 

تر عمقهای کمتر بیههای جز ی ی متنا ر در رمزگشا است تا ویژگیبیه

با ایح حال، ت اوت     منتق  کند (Decoding) را به مراح  بازیابی وروح

ویژگی بیح  توجهی  قاب   و  معنایی  عمیق(  )کدگذار  باب  سح   های 

عمق( وجود دارد که گاهی ادلاا  های سح  پاییح )کدگذار کم ویژگی

با معرفی   ++UNet شبکه   که  برانگیز استها ش UNet  مستقیم آنها در 

می برطرف  را  مشک   ایح  تودرتو  اتصال  ؛  کنداتصابت  یا  جای  به 

از هند بیهمستقیم ساده، خروجی هر بیه با گذر  ابتدا  ی  ی کدگذار 

ی رمزگشا  و ساس به بیه  شدهمیانی در سحوح مستبر پابیش  پیچشی  

ی  های سح  پاییح طی هند مرحبه بدیح ترتی ، ویژگی   گرددمنتق  می

های سح  بابتر ترکی  شده و شکاف معنایی بیح بسش  میانی با ویژگی 

از مکانیزمی به ناا     ++UNetعلاوه بر ایح،     شودکدگذار و رمزگشا پر می

عمیق می  (Deep Supervision) نظارت  بهره  آن نیز  طی  که  گیرد 

قرار  خروجی  هزینه  تابخ  نظارت  تلت  نیز  شبکه  هندگانه  میانی  های 

ی با قاببیت تعمیم بهتر حاص   های مؤترتر و شبکه گیرند تا گرادیان می

   [28،11]  شود
 

 
 ++UNetمعماری  :3شک 

Fig. 3: UNet++ architecture 

 
های  ، دایره شک  در ایح     دهدرا نمایش می ++UNet معماری(  2)شک   

نشان  تیره  ببوک دهندهآبی  خروجی  کدگذاری  های  ویژگی   های 

شبکه استسراج  مستبر  اعماق  در  دایره  backbone یشده  آبی  و  های 

نشان  سحوح  دهنده روشح  در  میانی/رمزگشا  واحدهای  خروجی  ی 

هستند فرآیندفبش    گوناگون  پاییح  به  رو  سیاه  توپر  -Down های 

sampling فبش و  کدگذار(  مسیر  )در  وروح  کاهش  باب  یا  به  رو  های 

نشان   Up-sampling عمبیات را  رمزگشا(  مسیر  )در  وروح  افزایش  یا 
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باشند  می UNet سنتی skip هیح، همان اتصابتاتصابت نقحه   دهندمی

 هیح مشکی اتصال مستقیمخحوط نقحه   اندتودرتو شده ++UNet که در

UNet   دهد، در حا ی  اصبی بیح یا بیه کدگذار و رمزگشا را نشان می

  هستند ++UNet ی جدیدهیح اتصابت هندگانه که خحوط آبی نقحه 

(  𝑥0,2   )به طور مثال شود، یا خروجی میانیطور که ملاحظه میهمان

برد، ببکه  بهره می   𝑥0,0  ی کدگذارنه تنها از خروجی یا بیه ر شک د

نیز پس   𝑥2,0و     𝑥1,1ترهای کدگذار/رمزگشا در سحوح پاییح خروجی بیه

 به بیان ساده،    شوندشدن و کانو وشح وارد ترکی  می Upsample از

UNet++     به جای یا اتصال من رد بیح کدگذار و رمزگشا، مسیرهای

می ایجاد  بهمتعددی  که  ویژگیکند  تدریجی  وروح طور  با  های  های 

اطلاعات   و  کرده  ترکی   را  رمزگشا  بیشتری  مستبر  بسش  به  را 

بیه  [29،30]  رسانندمی آخریح  خروجی  نهایت  رمزگشادر  با    ی  که 

 𝑥0,4ً  در بابتریح سح ، مثلا  نمایش داده شده است  ی آبی تیرهدایره 

اند که  تلقیقات نشان داده   دهدبینی نهایی را تشکی  میی پیش نقشه

گیری بهبود  هشم  طرزبندی را به  تواند دقت قحعهایح طراحی تودرتو می

 در مدل حارر،  بازیابی نمایدها  بندی دهد و جز یات ریزتری را در مرز

UNet++   به عنوان ساختار اصبی بسش رمزگشا مورد است اده قرار گرفته

برای    1×1)با کانو وشح   ResNet-34 های عمیقاست و خروجی ویژگی 

کانال  نقشه تحبیق  بازسازی  برای  ساختار  ایح  ورودی  عنوان  به  ی  ها( 

   [11]  رودبندی به کار میقحعه

 

  Lovász تابخ هزینه
 مث ای  بندی، معموبً معیار ارزیابی اصبی دقت ناحیه در مسا   قحعه 

IoU   هزینه توابخ  اما  ماننداست  متداول  صورت   Cross Entropy ی  به 

دهند و ممکح است تلت شرایحی  لیرمستقیم ایح معیار را بهبود می

هندان   IoU ای ببرند کهها( مدل را به سمت بهینهتوازن کلا  )مث  عدا 

 مکسسافت -برای ح  ایح مسئبه، تابخ زیان بواژ   بابیی نداشته باشد

(Lovász-Softmax)  گیری  معرفی شده است که یا جانشیح قاب  مشتق

ی اصبی ایح  ایده    [31]  شودملسوب می IoU سازی مستقیمبرای بهینه 

به است که  آن  ملاسبه تابخ  مستقیمجای  مشتق   IoU ی  لیرقاب   )که 

از م هوا بس  بواژ است اده   (Lovász Extension) است(،  در ریاریات 

را به   IoU از (sub-differentiable) ای پیوسته و زیرت اربیکند تا نسسه

های شبکه بر  بینیی ایح زیان، پیش، طی ملاسبهبه عبارتی   آورددست  

مرت   کلا   به  تعبق  احتمال  می اسا   اختلاف  سازی  ساس  و  شوند 

ایح     شودهای واقعی سنجیده میآل برهس  ها با ترتی  ایدهترتی  آن

دهد که در فرآیند  را تشکی  می  Lovász Loss عدا تحابق ترتیبی، مقدار

است که    Lovász-Softmax ویژگی مهم   گرددیادگیری کمینه می آن 

و در عم  مشاهده شده که آموزش    دادهمیانگیح را بهبود   IoU مستقیماً

منجر   Cross Entropy بابتری نسبت به IoU تواند به امتیازبا ایح تابخ می 

توازن کلا  است؛ زیرا  مزیت دیگر ایح تابخ، مقاومت در برابر عدا    شود

رتبه اسا   ح ظ  بینیبندی پیش بر  مهم  کوها و ی  نواحی  تاتیر  ها، 

   [32]  شودمی

 Adamز  سابهینه
به  وزن برای  روشروزرسانی  از  آموزش،  طی  در  شبکه   Adam های 

(Adaptive Moment Estimation) برای هر وزن   که است اده شده است

می نگهداری  متلرک  نمایی  میانگیح  دو  میانگیح، شود شبکه  او یح      

دارد   Momentum که نقشی مشابه  ها بودهمیانگیح درجه یا گرادیان

می  هموار  را  گرادیان  نوسانات  دوا  و  درجه  میانگیح  دیگری  و  کند 

شبیهگرادیان  نقشی  که  مربخ   RMSProp ها  بزرگی  از  مقیاسی  و  دارد 

   [33]  دهدها ارا ه می گرادیان 

صورت خودتنظیم برای هر پارامتر یا نرخ یادگیری موتر  به  Adamروش  

می پارامترهایی  تعییح  یادگیری  گرادیان   باکند؛  نرخ  بزرگ  های 

در  Adamشود ایح ویژگی باعث می  بعکس کهگیرند و بتری می کوها 

های پیچیده به سرعت همگرا شود  های بزرگ و مدل مسا   دارای داده 

سایر   یا  یادگیری  نرخ  مکرر  دستی  تنظیم  به  نیاز  پارامترها کمتر  ابرو 

هش حارر نیز به د ی  وجود پارامترهای فراوان و اهمیت  ژودر پ   باشد

ا نرخ یادگیری  و ب  شده است  از ایح بهینه ساز است اده  همگرایی پایدار،

کاهش تدریجی آن طی دوران آموزش به مدل کما    بااو یه مناس   

به  ،  شود   جبوگیرینوسانات یادگیری    از    و  رسیدهتا به دقت باب    کندمی

های  پذیری خود در تنظیم گاابه د ی  کارایی حافظه و تحبیق  طور کبی

برای   قدرتمند  و  استاندارد  انتساب  یا  پارامترها،  فضای  در  حرکت 

   [34]  شودهای عمیق ملسوب میسازی شبکه بهینه

 

 های ارزیابی شاخخ 

مدل  عمبکرد  ارزیابی  شاخخ برای  از  تغییرات  شناسایی  های  های 

،  Accuracyشود که در ایح پژوهش به سه معیار  متعددی است اده می 

F1-score    وRecall   بهره گرفته شده است   

o دقت کبی  (Accuracy:)   های  بینیمعیاری است برای درصد پیش

برابر با نسبت مجموا     Accuracyها به عبارتیصلی  مدل روی ک  داده 

 به ک  موارد می باشد:  (TP + TN) ی صلی شده بینیموارد پیش 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                           (1) 

o Recall:    خوانده نیز  مثبت  صلی   تشسیخ  نرخ  که  معیار  ایح 

شده به ک  موارد  ی  شود، نسبت تعداد موارد مثبت درست شناسایمی

ایح معیار مشسخ می کند که مدل تا هه میزان در    مثبت واقعی است

   شناسایی تمامی موارد مثبت موفق بوده است

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                (2) 

o F1-scoreدهد  : ایح معیار یا شاخخ کبی از عمبکرد مدل ارا ه می

و هم به پوشش    precisionیا    های مثبتبینیکه هم به کی یت پیش

ای عم   ایح میانگیح هارمونیا به گونه   توجه دارد  recallموارد مثبت یا  

کند که در صورت پاییح بودن هر کداا از معیارهای ذکر شده، مقدار  می

F1-score  نیز پاییح خواهد بود   

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                     (3) 

ها و زیاد بودن تعداد  بزا به ذکر است که به د ی  نامتوازن بودن داده 

های تغییر، است اده از معیار  های بدون تغییر نسبت به پیکس پیکس  
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Accuracy  تواند گمراه کننده باشد و در ایح موارد معیارهایی مث  می

Recall    وF1-score   [35]  کننداهمیت بیشتری پیدا می  

 

 (Data Augmentation)   افزایش داده

کارگیری افزایش داده  ی آموزش مدل، به یکی از اجزای مهم در مرحبه 

های آموزشی و در نتیجه بهبود  است که هدف آن باب بردن تنوا داده

با توجه به ملدودیت تعداد تصاویر آموزشی،     باشدمی پذیری مدل  تعمیم

تواند به مدل کما  اعمال تغییرات تصادفی بر روی تصاویر موجود می 

تغییرات مستبر لیرحسا   از ح ظکند تا نسبت به  و  شدن   تر شود 

    [22]  های آموزشی اجتناب شودبیش از حد روی ا گوهای خاصِ داده 

که در ادامه  در ایح پژوهش از هند نوا تغییر داده مرسوا است اده شده  

 ها پرداخته شده است  به توری  آن

o  عمودیوارون و  افقی  ایح (Horizontal/Vertical Flip) سازی  در   :

    شودروش تصویر به ترتی  نسبت به ملور عمودی یا افقی قرینه می

وارون  در  مثال،  جابجا  برای  تصویر  راست  و  هپ  سمت  افقی،  سازی 

گیری اشیاء در ایح تکنیا به ویژه زمانی م ید است که جهت    شوندمی

ورو    مدل با دیدن تصاویر پشت   تصاویر نباید روی برهس  تأتیر بگذارد

پروژه،    ایح  در   ها را مستق  از جهت شناسایی کندقادر خواهد بود ویژگی 

( افقی یا عمودی  ٪50تصاویر به طور تصادفی با احتمال مشسصی )مثلاً  

ای  های آیینه حاوی حا ت   یآموزش داده یاند تا مجموعه برگردانده شده 

   [36]  نیز باشد

o ( یا  Rotationدوران  با  خود  مرکز  حول  تصویر  روش  ایح  در   :)

تواند ملدود به زوایای  هرخش می و ایح    یابدی تصادفی دوران میزاویه 

ایح افزونه     ای باشددرجه   90درجه( یا شام  زوایای    15±کوها )مثلاً  

شود مدل نسبت به هرخش شیء حساسیت کمتری داشته  باعث می 

ای یا هوایی، هرخش تصویر  های ماهواره به عنوان نمونه، در داده   باشد

معادل تغییر جهت شمال نقشه است که نباید ماهیت شیء )مثلاً یا  

های  در ایح پروژه از هرخش    ساختمان( را برای مدل مت اوت جبوه دهد

  [23]  ها را ببیندکوها است اده شده است تا مدل انواا جهت 

o ( تاری گاوسیGaussian Blurدر ایح :)  یا فیبترروش ،Gaussian  

شود تا تصویر کمی مات  با سح  ملوشدگی معیح روی تصویر اعمال می 

تواند مدل را در برابر تصاویر کمی خارج  شده می اعمال تاری کنترل    شود

علاوه بر ایح، تا حدی مانند یا      از فوکو  یا نویز سنسور مقاوا کند 

های  گذر عم  کرده و از وابستگی بیش از حد مدل به  به فیبتر پاییح

   [37]  کندجبوگیری می نیز  تیز  

ازنتیجه است اده  دیده  ایح است که مدل آموزش  افزونگی داده ی کبی 

می  )مانند  پایدارتر  هندسی  تغییرات  برابر  در  که  معنی  ایح  به  شود؛ 

هرخش و معکو  شدن( و تغییرات کی ی )مانند تاری یا نویز( عمبکرد  

های تستی( که کند و در مواجهه با تصاویر جدید )داده خود را ح ظ می

  نیستند، دقت بابتری نشان خواهد داد   یتصاویر آموزش  به  دقیقاً شبیه

[38]   
 

 پیاده سازی

های  بعدی در ساختمان منظور تشسیخ تغییرات سهدر ایح پژوهش به

مجموعه  از  است  3DCDداده  شهری،  شده  مجموعه    است اده  داده    ایح 

 سح رقومی های مدل شام  تصاویر هوایی با وروح باب به همراه داده 

(DSM)    تمامی تغییرات مورد     باشدی زمانی مستبر میمربوط به دو بازه

(  2)بدون تغییر،  (  1)ها بوده و به پنب کلا   بررسی مربوط به ساختمان 

تسری  کام  ساختمان،  ( 3)ساخت ساختمان جدید در مکان فاقد بنا، 

  کاهش ارت اا ساختمان ( 5)افزایش ارت اا یا ساختمان موجود و ( 4)

تر از  بندی، استسراج جز یات دقیقهدف از ایح تقسیم   اندتقسیم شده 

   باشدمی تلوبت شهری در بعد ارت اعی  

باشد که شام   ج ت تصویر می   423های مورد است اده  مجموا ک  داده 

هر    باشد در دو بازه زمانی می   (DSM)و رقومی    (RGB)اطلاعات طی ی  

ابعاد   دارای  او یه  افزایش    400×400تصویر  منظور  به  بود که  پیکس  

با معماری مدل و بهره  از منابخ سست سازگاری  بهتر  افزاری، به گیری 

  برای هر نمونه، تصاویر   نداه برداری شد پیکس  بازنمونه  512×512ابعاد 

ساس   و  شده  ادلاا  یکدیگر  با  تاریخ  هر  در  متنا ر  ارت اا  همراه  به 

در    اند های پیاپی روی هم قرار گرفته صورت کانال به اطلاعات دو زمان  

    ه استعنوان ورودی مدل ساخته شدبه  باند  هشتنهایت، تصویری با  

افزایش داده  برای  از  تنوا  مدل،  عمبکرد  بهبود  و  آموزشی  های 

افزایی شام  هرخش تصادفی، وارونگی افقی و وارونگی  های داده تکنیا

شد است اده  به  و  عمودی  عمبیات  تصاویر  ایح  روی  بر  تصادفی  صورت 

تر عم  آموزشی اعمال گردید تا مدل در برابر تغییرات  اهری مقاوا 

  کند

که در ادامه    سازی مدل در دو مرحبه مجزا انجاا شده استفرآیند پیاده 

   هر مرحبه توری  داده شده است

 

 های سنتی تغییرات و مقایسه با روش   دوییدومرحبه اول: تشسیخ  
به  (Ground Truth) زمینی-ی حقیقتهای داده در ایح مرحبه، برهس  

تنظیم شدند؛ به ایح معنی که صرفاً دو کلا  »تغییر«  دوییدوصورت 

عنوان  مدل پیشنهادی نیز به  ه است وو »عدا تغییر« در نظر گرفته شد

طبقه شدیا  داده  آموزش  دودویی  است بند  مرحبه،     ه  ایح  از  هدف 

های سنتی تشسیخ ای مدل و مقایسه آن با روش بررسی عمبکرد پایه 

   [39]  بوده استتغییرات  

های سنتی از سه مدل جنگ  تصادفی،  با روش   برای ارزیابی عمبکرد مدل

 است اده شده است    KMeansو     PCAتقسیم دو تصویر و روش ترکیبی  

تصادفیطبقه  - جنگ   از :  (Random Forest)بند  یکی  روش  ایح 

ی  که بر پایه  باشدمیشده  ی یادگیری نظارتشده های شناخته ا گوریتم

تصمیم مجموعه  درختان  از  میای  عم   پژوهش،     کندگیری  ایح  در 

شده از تصاویر ورودی برای هر پیکس  )یا ناحیه(  های استسراج ویژگی

د  نکو خروجی مدل مشسخ می   هداده شد  یبندعنوان ورودی به طبقه به

  که آن پیکس  به کلا  »تغییر« یا »عدا تغییر« تعبق دارد
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 فرآیند تشسیخ دودویی تغییرات :4شک 

Fig. 4: Binary change detection flowchart 

 

برازش و  است اده از جنگ  تصادفی به د ی  مقاومت باب در برابر بیش

مدل  ویژگیقاببیت  بیح  لیرخحی  رواب   بهسازی  مرجخ  ها،  یا  عنوان 

   [40]  باشدمیمناس  در مقایسه با مدل یادگیری عمیق  

ساده و  روش  تصاویر(: ایح روش یا    تقسیم)یا   Image Ratio روش  -

در     ازدور استبرای شناسایی تغییرات در تصاویر سنجش  نظارت نشده

ابتدا اختلاف پیکس   به پیکس  بیح تصاویر قب  و بعد  بهایح رویکرد، 

نسبت یا و  ملاسبه  گیری  صورت  حاص   تصویر  روی  بر  ساس 

ها  داری در آنشود تا مناطقی که تغییرات معنیگذاری انجاا می آستانه 

مزیت ایح روش سادگی و سرعت بابی اجرای     رخ داده، مشسخ گردند

در   آن  اصبی  اما رعر  است،  حدآستانه آن  به  آن  در    گذاریوابستگی 

نویزهای تصویری می پاییح به    باشد تمایز بیح نوا تغییر و حساسیت 

[41]   

  نظارت نشده ایح روش یا ا گوریتم  :  KMeansو     PCAروش ترکیبی  -

ابتدا ت ار  بیح     مبتنی بر تلبی  تغییرات آماری بیح دو تصویر است

شود  پیکس  ملاسبه می   به  صورت پیکس دو تصویر )تاریخ قب  و بعد( به 

ساس برای     نمایانگر نقاط تغییر احتما ی است  ،و تصویر اختلاف حاص 

بر روی   (PCA) های اصبیکاهش نویز و کاهش ابعاد داده، تلبی  مؤ  ه 

در    ها استسراج گردندشود تا مؤترتریح مؤ  ه تصویر اختلافی اعمال می

خروجی روی  بر  خوشه PCAنهایت،  ا گوریتم  دو     K-Meansبندی،  با 

می   خوشه پیکس  اجرا  تا  دسته شود  دو  به  تغییر  ها  عدا  و  تغییر  ی 

عنوان یا روش  ایح روش در مقابتی معرفی شده و به    ت کیا شوند

   [42]  شودشناخته می   نظارت نشدهات تشسیخ تغییر  مرجخ در محا ع

 

 مرحبه دوا: آموزش مدل برای پنب کلا  و تنظیم ابرپارامترها 
تغییرات  برتر مدل در تشسیخ  اتبات عمبکرد  از  پس  ایح مرحبه،  در 

تغییرات   مستبر  کلا   پنب  شناسایی  برای  نهایی  مدل  دودویی، 

شد  ،ساختمانی داده  شام      آموزش  اول  مرحبه  همانند  مدل  ساختار 

عنوان رمزگشا  به ++UNet عنوان کدگذار وبه  ResNet-34 ترکی  شبکه

 DSM و RGB ترکی ) باند  هشتورودی مدل نیز همچنان شام      بود

برای     افزایی مشابه مرحبه اول بهره گرفته شدبوده و از دادهد(  قب  و بع

ابرپارامترها و تابخ زیان، از مجموعه داده ی تست  یافتح ترکی  بهینه 

مقادیر گوناگونی برای نرخ     جهت ارزیابی تنظیمات مستبر است اده شد

یادگیری، نوا تابخ زیان و سایر پارامترهای آموزش بررسی شدند و در  

  00001 0و نرخ یادگیری   Lovasz Loss شام  تابخ نهایت بهتریح ترکی 

  383بهینه روی مجموعه آموزشی )  پارامترهایبا    مدل   انتساب گردید

  40)  تستهای  تصویر( آموزش داده شد و بر اسا  عمبکرد آن روی داده 

  کلاسه استسراج گردیدنهایی مدل پنب  تصویر(، نتایب

 
 فرآیند تشسیخ هند کلا  تغییرات  :5شک 

Fig. 5: Multi-class change detection flowchart 
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 نتایج و بحث

 ارزیابی مرحبه اول )دودویی(

دو  )در مرحبه اول، مدل یادگیری عمیق پیشنهادی به صورت دودویی  

آشکارسازی  کلا  »تغییر« و »عدا تغییر«( ارزیابی شد تا توانایی آن در  

اپا    50در ایح مرحبه مدل تنها به تعداد     کبی تغییرات سنجیده شود

خلاصه شده    1آموزش داده شد و نتایب حاص  از ایح ارزیابی در جدول  

برای مدل پیشنهادی    Recallو  F1-score است که شام  معیارهای دقت،  

مدل عمیق توانست با دقت کبی باب نواحی     باشدهای مرجخ میو روش 

-F1   به علاوه،   خوبی از نواحی بدون تغییر ت کیا کندیافته را بهتغییر

score    دست آمد که بیانگر تعادل مناس   قاب  توجهی برای ایح مدل به

دقت   تغییر  آشکارسازی  میان  اعلاا  در  پاییح  خحای  نرخ  و  تغییرات 

که    دهنده ایح استنیز نشان   Recall  مقدار بابی معیار   نادرست است

ده و موارد کمتری از تغییرات بسش اعظم تغییرات واقعی شناسایی کر

از سوی دیگر، مقدار تابخ زیان مدل بر     اندتوس  مدل شناسایی نشده از  

داده  آزمروی  نشان   ایشیهای  که  شد  همگرا  پایینی  سح   دهنده  به 

  های واقعیبرهس  های آن با  یادگیری موتر مدل و تحابق خوب خروجی 

   باشدمی

ها در مسئبه توازن ذاتی داده نکته حا ز اهمیت آن است که به د ی  عدا 

های بدون تغییر نسبت به  تغییر )تعداد بسیار بیشتر پیکس  آشکارسازی  

تغییرپیکس   برای  کرده(،  های  تنهایی  به  کبی  دقت  معیار  از  است اده 

برای    Recallو    F1-scoreاز ایح رو، است اده از    ؛باشدارزیابی کافی نمی

در مدل پیشنهادی، مقدار     [43،13]  ارزیابی عمبکرد مدل رروری است

در    Recallبابی   آن  توانایی  از  تغییرات  آشکارسازی  حاکی  اکثر 

کند که نرخ  شده تأیید میبابی حاص    F1-score)حساسیت باب( بوده و  

اشتباه پاییح نگه داشته شده است (False Alarm) اخحار  بیان     نیز  به 

قادر به شناسایی تغییرات جز ی در مناطق    ،مدل با ح ظ دقت  ر،دیگ

او یه نشان می   وسیخ بدون تغییر بوده است نتایب  دهد که روش  ایح 

کبی تغییرات  آشکارسازی  ی  خوبی از عهده یافته بهیادگیری عمیق توسعه 

ی ملکمی برای مرحبه بعدی )ت کیا انواا تغییر( فراهم  برآمده و پایه 

   [ 44]  ساخته است
 

 های مرجخ مقایسه با روش 

دقیق  ارزیابی  منظور  مرحبه  به  نتایب  عمیق،  یادگیری  مدل  عمبکرد  تر 

مقایسه   مرجخ  روش  سه  با  آن  تصادفی  دودویی   Random)جنگ  

Forest)روش نسبت تصویری ، (Image Ratioو )   روش ترکیبیPCA    و

KMeans  معیارهای دقت،  1در جدول   دگردیF1-score  وRecall   برای

  و ایح   ها در کنار مدل پبشنهادی ارا ه شده استهر یا از ایح روش

دهد که مدل یادگیری عمیق پیشنهادی در تمامی  ها نشان می مقایسه 

دقت مدل     های مرجخ داشته استمعیارها عمبکرد برتری نسبت به روش 

پیشنهادی به طور ملسو  بابتر از سایریح بود؛ به طوری که نسبت به 

بهتریح روش کلاسیا )جنگ  تصادفی( نیز هندیح درصد افزایش دقت 

هشمگیری از    طرزمدل به    F1-score  پارامتر  همچنیح   ه استنشان داد

است که بیانگر کارایی بهتر آن در تشسیخ    بابتر  کلاسیاهای  روش 

   باشدتغییرات واقعی می

نتیجه آن در مقایسه با مدل    با وجود عمبکرد قاب  توجه جنگ  تصادفی،

  ، روش نسبت تصویری    بود  تررعیر  میزان معناداری  به  یادگیری عمیق

دهنده  نشان  آنپاییح  F1-score دقت و  که  تریح عمبکرد را داشترعیر

تغییرات شدت روشنایی یا سایر    باشد که در ایح روش ایح موروا می 

تغییرات لیرساختاری به اشتباه به عنوان تغییر شناسایی شده و نرخ  

تشسیخ از  استبابیی  گردیده  موج   را  نادرست     روش   های 

KMeans+PCA  تغییر روش  یا  عنوان  عمبکرد  به  نظارت،  بدون  یابی 

 در مقایسه بانسبت تصویری داشت و ی همچنان  روش  بهتری نسبت به  

ایح روش در ت کیا    م  کردتر عشده رعیرهای یادگیری نظارت روش 

تر بود و برخی از تغییرات با دامنه کم  تغییرات کوها و جز ی ناتوان 

آن    Recall)مثلاً کاهش جز ی ارت اا( را تشسیخ نداده که باعث کاهش  

   نسبت به مدل عمیق گردید

بسیار بابتری را کس     عمبکرد  پیشنهادیمدل    ،Recallبا توجه به معیار  

می نشان  که  مدل  کرد  ایح  توس   واقعی  تغییرات  تمامی  تقریباً  دهد 

های مرجخ )خصوصاً  که روشباشد  میدر حا ی    ایح  کشر شده است

نکرده و  روش  کشر  را  تغییرات  از  تعدادی  نظارت(  بدون    Recallهای 

به عنوان مثال، جنگ  تصادفی تعدادی از تغییرات با     کمتری داشتند

روش  و  داد  دست  از  را  کوها  مانندمقیا   نظارت  بدون   های 

PCA+KMeans    خوبی شناسایی کردندنیز تنها تغییرات با شدت باب را به     

ملاحظه  قاب   مرحبه،  برتری  ایح  در  عمیق  یادگیری  مدل  از ی    حاکی 

پیچیده  ا گوهای  یادگیری  در  آن  که  توانایی  است  شهری  تغییرات  ی 

تأکید می   های سنتی فاقد آن هستندروش  نیز  که رویکرد  کند  نتایب 

های سح  باب و تب یق مؤتر  یادگیری عمیق قادر است با استسراج ویژگی

ای را با دقت بیشتر  اطلاعات طی ی و ارت اعی، تغییرات ساختمانی و سازه 

های دستی  های مرجخ مبتنی بر ویژگیتشسیخ دهد؛ در حا ی که روش

های شهری کارآمدی  گذاری ساده در مواجهه با پیچیدگی دادهیا آستانه 

  [9،45]  دهندکمتری از خود نشان می 
 

 بر روی داده اعتبارسنجی  هامعیارهای ارزیابی روش  :1جدول
Table 1: Evaluation metrics for methods based on validation dataset 

METHOD NAME RECALL ACCURACY F1-SCORE 

IMAGE RATIO 0.3597 0.8353 0.2236 
KMEANS+PCA 0.3767 0.8932 0.2800 

RF 0. 4920 0.9125 0.2426 

UNET++ 0.9860 0.9850 0.9258 

 

 کلا (  نتایب مرحبه دوا )پنب

پس از اتبات عمبکرد برتر مدل در تشسیخ دودویی تغییرات، مدل نهایی  

طبقه پنب برای  شدبندی  داده  آموزش  بر     کلاسه  علاوه  مرحبه  ایح  در 

تغییر  آشکارسازی   نوا  طبقهتغییر،  مینیز  کلا     شود بندی  پنب 

تغییر،تعریر عدا  شام   سازه  شده  احداه   هور  مانند  جدید  های 

به   طبقات  شدن  ارافه  )مثلاً  ارت اا  افزایش  کام ،  تسری   ساختمان، 
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ارت اا  ساختمان  کاهش  و  موجود(  به   باشندمیهای  آمده  دستنتایب 

طبقه در  پیشنهادی  مدل  که  است  آن  از  پنبحاکی  نیز  بندی  کلاسه 

آموزش دیده  عمبکرد مناسبی داشته و بیشتر ا گوهای گوناگون تغییر را  

مجموعه    Recallو    Accuracy  ،F1-scoreمعیارهای     است روی  بر 

برابر  اعتبارسنجی   ترتی   که    باشدمی  96 0و    95 0،  32 96به 

    برازش استمدل و عدا بیش   مناس ی توانایی تعمیم  دهندهنشان 

دقیق نگاهی  به  با  طبقه  مدل  عمبکردتر  تصاویردر  مشسخ    بندی   ،

های با تغییرات بارز )ساخت جدید و تسری  کام ( با  شود که کلا  می

های  مدل تقریباً تمامی موارد ساخت سازه    انددقت بابیی شناسایی شده 

های کام  را نیز با  گذاری کرده و تسری جدید را به درستی برهس 

است داده  تشسیخ  باب  ماهیت    قحعیت  د ی   به  تغییر  نوا  دو  ایح 

مشسخ خود ) هور یا حذف کام  یا ساختار( به خوبی توس  مدل  

داده  در  حتی  و  شده  خحا  آموخته  بدون  تقریبا  نیز  اعتبارسنجی  های 

های افزایش ارت اا و کاهش ارت اا  در مقاب ، در کلا     اندشناسایی شده 

جز ی  تغییرات  ماهیت  تدریجیکه  و  اتر  مدل  عمبکرد  است،  ندکی  تر 

   تر از دو کلا  مذکور بوده استرعیر

دهد که فرآیند  کلاسه نشان می مقادیر تابخ زیان در طی آموزش مدل پنب

استبهینه گرفته  صورت  خوبی  به  شبکه  روی     سازی  بر  زیان  تابخ 

کاهش یافته   های آموزشی پس از هند دوره آموزش به مقدار کمیداده 

و همزمان تابخ زیان مجموعه اعتبارسنجی نیز به طور پایدار پاییح باقی  

نزدیا بودن مقادیر زیان آموزش و اعتبارسنجی بیانگر آن   است  مانده

بیش  دهار  مدل  که  با  است  مواجهه  در  آن  عمبکرد  و  نشده  برازش 

جدید داده  داده  ،های  روی  عمبکرد  آموزشمشابه  طور  تاس   یهای  به    

ها در مجموعه اعتبارسنجی  کبی، اندکی کاهش در دقت و سایر شاخخ 

بوده طبیعی  آموزش  به  نشان   نسبت  سستو  مسئبه  دهنده  بودن  تر 

با ایح حال، نتایب     [46]  هندکلاسه در مقایسه با حا ت دودویی است

می  تأیید  دوا  یادگیری  مرحبه  از  پس  پیشنهادی  عمیق  مدل  کند که 

تغییرات دودویی، قاببیت تعمیم و تشسیخ انواا مستبر تغییرات را نیز  

تری را در ملی  شهری  تواند تغییرات پیچیدهکس  کرده است و می 

   [47]  بندی کندشناسایی و طبقه

 

 تلبی  کی ی نتایب )تصاویر نمونه( 

های کمی، به منظور درک بهتر کی یت عمبکرد مدل،  علاوه بر ارزیابی 

بدیح منظور، خروجی مدل بر     ه استتلبی  کی ی نتایب نیز انجاا گرفت

شک     به صورت بصری بررسی شد  آزمایشیهای  هایی از دادهروی نمونه 

شده توس  مدل را نشان  بینیهایی از نقشه تغییرات پیش نمونه   7و    6

ها  بدون تغییر با رنگ بن ش و سایر کلا در ایح تصاویر، نواحی    دهد می

   اندهای برجسته نمایش داده شده با رنگ 

خوبی توانسته  دهد که مدل پیشنهادی بهنشان می  6بررسی کی ی شک   

زمانه   دو  تصاویر  در  را  واقعی  کندآشکارسازی  تغییرات  ت کیا  به     و 

های جدیدی که در بازه زمانی بیح دو تصویر احداه  عنوان نمونه، سازه 

»ساخت  شده  عنوان  به  خروجی  نقشه  در  درستی  به  مدل  توس   اند، 

ها در تصویر مربوط به زمان اول وجود  ایح سازه    اندجدید« مشسخ شده 

اند که مدل دقیقاً همیح نواحی  نداشته و در تصویر زمان دوا پدیدار شده 

    کرده است  شناساییرا به عنوان ساخت جدید  

مدل تغییرات  ریر ارت اعی را تا حد  دهد که  نشان می   7بررسی شک   

هرهند مرزبندی ایح تغییرات     زیادی به درستی شناسایی کرده است

تر از تغییرات کاملاً  ترشان کمی پراکنده ارت اعی به د ی  ماهیت تدریجی

رسد، اما حضور رنگ مربوط  متمایز )مانند ساخت یا تسری ( به نظر می 

به افزایش ارت اا در مکان صلی  حاکی از آن است که مدل ایح تغییرات  

است داده  تشسیخ  نیز  یا     را  ارت اا  کاهش  مشابه،  طور  به 

ها نیز توس  مدل شناسایی  داده در برخی ساختمان های رخ تسری نیمه

شده و با رنگ کلا  »کاهش ارت اا« در نقشه خروجی منعکس گردیده  

   است

 

  
(b) (a) 

 در فرآیند آموزش مدل: ا ر( آموزش ب( اعتبارسنجی  Lossنمودارهای تغییرات  :6شک  
Fig 6: Loss changes during model training: (a) Train (b) Validation 
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 نتایب خروجی شناسایی تغییرات دودویی :7شک  

Fig. 7: Binary change detection results 
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 نتایب خروجی شناسایی تغییرات هند کلا  :8شک  

Fig. 8: Multi-class change detection results 
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مدل   توس   درستی  به  شک   دو  هر  در  تغییر  بدون  گسترده  نواحی 

اند که  اند و هیچ برهس  تغییری دریافت نکرده نسورده باقی مانده دست 

به بیان دیگر، مدل     دهنده نرخ پاییح هشدار لب  مدل استایح نشان 

هایی اعلاا تغییر کرده که شواهد معتبری از وقوا تغییر  صرفاً در مکان 

های وسیعی که ورعیت سابق خود را ح ظ  وجود داشته و برای بسش 

ایح رفتار محبوب،     اند، خروجی مدل »عدا تغییر« باقی مانده استکرده 

 آشکارسازی تغییرمؤید آن است که مدل یادگیری عمیق ما دهار بیش 

(over-detection)   نواحی و  تابت  نواحی  میان  خوبی  به  و  نشده 

   [10]  دشوشده تمایز قا   میمتلول 

توان گ ت که مشاهدات بصری  بندی بسش تلبی  کی ی میدر جمخ 

مدل پیشنهادی نه تنها در   آمده هستنددستکاملاً مؤید نتایب کمی به

ای از خود نشان  عمبکرد قاب  ملاحظه   نیز  خروجی بصریآمار ببکه در  

توانایی مدل در شناسایی صلی  انواا تغییرات ساختمانی    و  داده است

شهری   ملی   شک   بهدر  در  عینی  نمونه  صورت  مشاهده  های  قاب  

یافته ایح امر بیانگر آن است که مدل یادگیری عمیق توسعه   باشدمی

امکان  و    بودهبعدی شهری  ابزار قاب  اعتمادی برای پایش تغییرات سه

برتری    تشسیخ تغییرات گوناگون با دقت باب و خحای پاییح را دارد 

آشکار    بصریهای کلاسیا در هر دو بعد کمی و  مدل نسبت به روش 

بوده و بدیح ترتی  کاربرد عمبی آن در محا عات آتی پایش شهری و  

  باشد می ریزی شهری نویدبسش  برنامه 

 

 نتیجه گیری

در ایح پژوهش، یا مدل مبتنی بر یادگیری عمیق به منظور تشسیخ  

ارزیابی عمبکرد     بعدی در مناطق شهری توسعه داده شدتغییرات سه

در   ه است به طوریکهای صورت گرفتمدل طی یا فرآیند دو مرحبه

»تغییر« یا »عدا    کلاسهدو  آشکارسازی  مرحبه نسست، توانایی مدل در  

روش  با  آن  نتایب  و  ارزیابی  کلاسیاتغییر«  جنگ   ) های  جمبه  از 

مقایسه   (KMeansو    PCA   گیری تصاویر و ترکیتصادفی، روش نسبت 

تر به پنب کلا   در مرحبه دوا، خروجی مدل به صورت ت صیبی   گردید

افزایش  (  4)تسری  کام ،  (  3)ساخت جدید،  (  2)عدا تغییر،  (  1)شام   

 نتایب کبیدی به   بندی شدها دستهکاهش ارت اا ساختمان (  5)ارت اا و  

مرحبه    دست در  پیشنهادی  عمیق  یادگیری  مدل  که  داد  نشان  آمده 

به  و  کرده  شناسایی  را  تغییرات  بابیی  دقت  با  ملسوسی  نسست  طور 

های کلاسیا یادشده از خود نشان داده  عمبکرد بهتری نسبت به روش 

  مناطق ترتی ، مدل توانست مناطق دهار تغییر را حتی در  بدیح    است

به  شهری  کندپیچیده  ت کیا  که  خوبی  است  درحا ی  های  روش   ایح 

بودند  مواجه  ها ش  با  آن  در  مدل    همچنیح   سنتی  دوا،  مرحبه  در 

رختوسعه تغییر  نوا  بود  قادر  بهیافته  را  ساختمان  هر  در  درستی  داده 

نمونه طبقه و  نماید  ساخت بندی  به  مربوط  جدید،  های  وسازهای 

ایح    ها و تغییرات ارت اعی را با صلت قاب  قبو ی تشسیخ دهدتسری 

آشکارسازی وقوا    نه تنها دردهنده توانایی مدل  عمبکرد هندکلاسه نشان 

آن است که برای تلبی  دقیق تغییرات    تعییح نوا کلا تغییر، ببکه در  

   شودتوجه ملسوب می شهری مزیتی قاب 

  توان ناشی از قدرت یادگیری مدل عمیق در به ایح بهبود عمبکرد را می

ویژگی   دست پیچیده  آوردن  های  ا گوریتم   دانست  طی ی-مکانیهای 

روش  یا  تصادفی  جنگ   نظیر  نسبتکلاسیکی  بر  مبتنی  یا  های  گیری 

و  خوشه  داشته  ملدودیت  تغییر  ا گوهای  خودکار  استسراج  در  بندی 

نشان   کمتری  دقت  لیرخحی  یا  جز ی  تغییرات  با  مواجهه  در  معموبً 

راحتی قادر به ترکی   های عصبی عمیق بهاز سوی دیگر، شبکه    دهندمی

های ارت اعی(  و تلبی  همزمان انواا داده )مانند تصاویر هندزمانه و مدل 

انعحاف و  دقت  افزایش  باعث  موروا  ایح  که  در  هستند  پذیری 

     [20،9]  شودآشکارسازی تغییرات می

های مذکور، هند ملور  در راستای ارتقای مدل پیشنهادی و رفخ ها ش 

 : گردداصبی برای تلقیقات آینده پیشنهاد می

o  بهبود دقت مدل با بازطراحی ساختار کدگذار و رمزگشا در شبکه 

o  معماری شبکه ارا ه  مانند  عمیق  یادگیری  جدید  های  های 

 کنندهتبدی 

o  های سری زمانی جهت آشکارسازی تغییرات در بیه بکارگیری داده

 شهری 

o  های  سازی مدل پیادهDouble-Stream    برای استسراج ویژگی در دو

 بیه 
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